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MATRIX METHODS FOR SOLVING Ax =D

Two classes

Direct method lterative method

Multiplicative decomposition of Additive decomposition of
A A

Convergence proof

Rate of convergence

Complexity — O(n3)  Complexity depends on the
cost per iteration and the
desired accuracy

* Gives exact answer if there is
no round — off

 Three decompositions: LU, QR, * Jacobi, Gauss-Seidel, SOR,
SVD etc



DIRECT METHOD — LU — DECOMPOSITION OF A

* LU decomposition derived from the classical Gaussian elimination
method

* Given A — nonsingular, there exists L, a lower triangularand a U —
upper triangular matrices:

A=LU



LU DECOMPOSITION OF A

d11  4q2 ain] [ 1 0 U117 Aq2 Uin
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e L has (n=1) unknowns and U has (n+1) unknowns — a total of n?
unknowns

* Multiplying L and U and equating the elements we can easily solve
the system of n? equations in n? unknowns



EXAMPLE
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* Verify: L= [3}2 1], U= [(1) SZ]

* By exploiting the patterns in the n? nonlinear equations in n?
unknowns we get the following algorithm for L and U



LU DECOMPOSITION — PSEUDO CODE

* Given A € R™", non singular
Forr=1ton
Fori=rton
Ugi = @y - X j=1 Lrjitj; - Rows of U
End For
Fori=r+1ton

— lair - Z}f;i lyju;;] - Columns of L

| =
18 u’T‘T‘

End For
End For
* \erify that the total number of operation is O(n3)



LU DECOMPOSITION — A FRAME WORK FOR SOLUTION

e Given L, U: A = LU, then

* Ax=(LU)x=L(Ux)=Lg=band Ux=g

e Summary — a three step procedure
* Decompose A = LU
* Solve Lg = b — lower triangular system
* Solve Ux = g — upper triangular system



SOLUTION LOWER TRIANGULAR SYSTEM: Lg=b

lll O O O gl bl
3 N N
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 Forward elimination method:
_b14
&1 l11
Fori=2ton
1
8i = l_[b Zl 1ll]g]]
End For

* Verify that it takes O(n?) operations to compute g



SOLUTION UPPER TRIANGULAR SYSTEM: Ux =g

U117 Ugp 0 Uin] [X1] (91 ]
0 Uy, o Uyp| X 9>
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e Back substitution method:
In
X =—
: Unn
Fori=n-1ton
_ 1 i—1
X =—[gi - Njzit1 Uij%]

Uii
End For
* Verify that it takes O(n?) operations to compute x



TOTAL CASE OF SOLVING Ax=Db

* LU decomposition step — O(n3)

* Lower triangular system — O(n?)

* Upper triangular system — O(n?)

e Total cost is O(n3)



COMPLEXITY OF LARGE PROBLEM

* Let n = 10° and n3 = 10'® — operations

* Consider a machine that takes 1012 second per operation. It’s a TERA
FLOP MACHINE

* TIME needed = 1018x10-12 = 10° seconds

* There are only 60x60x24x365 = 32,536,000 = 31.5x10° seconds in one
year

106 10°
60x60x24 86,400

* |t takes = =11.575 days to solve Ax=b



WHEN A IS SYMMETRIC

* Let D = diag(u4, U,,, ... U,,) @ diagonal matrix with the diagonal
elements of U

* Then U = DM where the diagonal of M are all 1
* Then A=LDM

e If Ais symmetric, then M =L"and A = LDL'



EXAMPLE

* Recall
_13/2__1013/2
A 3/23/1/2] =y, i [o 5/4]
_1 _ 1 3/
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M=[1 3{2]=LTsmceA|ssymmetr|c

IR
0 \/g/z

A=[3}2 . [(1) x/EO/Z] [(1) ﬁo/z] o 342]:[3}2 fg/z]cl)

= GG’

/s
Y5/

|



WHEN A —SPD — CHOLESKEY DECOMPOSITION

* When A is PD => diagonal elements of D are positive
 A=LDL" = LD”“D”LT

= (LD”)(LD*)

= GG'" — Choleskey decomposition
* G = LD”is called the Choleskey factor

e D= diag(ui/zl, u;/ZZ, .. U2)) is the square root of the diagonal matrix D
* G is also known as the square root of A




COMPUTATION OF G GIVEN A

Forj=1ton
g; = [a;- {(_1 g]k]/z diagonal of G

Fori=j+1ton
gij = g—”[a {C_l ik gk]] — column of G

End For
End For

e Verify that it still takes O(n3) operations but the leading coefficient is
one-half of that is required for LU - decomposition



CHOLESKY FRAME WORKL: Ax=b

 ASPD and A = GG’

e Ax=(GG")x=G(G™X) =Gy =b

* Compute G: A = GG" — O(n3) operations

* Solve Gg = b — Lower triangular — O(n?) operations

* Solve G'x = g — upper triangular — O(n?) operations

* Total cost still is O(n3) with a smaller coefficient in the leading term



SOLUTION OF NORMAL EQUATION: (H'H)x =H'Z

e Given H € R™" of full rank, Z € R™
 Step 1: Compute H'H — O(nm?) operations

* Step 2: Compute H'Z — O(hm) operations

 Step 3: Compute the cholesky factor G:
(HTH) = GG™ — O(n3) operations
* Step 4: Solve lower triangular system

Gg = H'Z — O(n?) operations
* Step 5: Solve upper triangular system

G'x = g — O(n?) operations
o Similarly for (HH")y =Z and x = H'y



SQUARE ROOT OF A-5PD

* Three possible definitions of square root of A —SPD
Square root of A

Choleskey factor G Symmetric square Eigen decomposition
root
A=GG' A=s? VAVT = VVT

A=
V = VA%



ORTHOGONAL MATRIX

e FACT: A matrix A € R™" is orthogonal if A1 = A, that is, ATA = AAT = |

* Let y = Ax and A be orthogonal. Then
Iyll3 = [1Ax[|5 = (Ax)T(Ax) = XTATAX = X"x = ||x||3

Thus, 2 —norm is invariant under orthogonal transformation




QR — DECOMPOSITION (m > n)

* FACT: Let H € R™", Then exists an orthogonal matrix Q € R™™and an
upper triangular matrix R € R™"such that

H=QR,QQ"=Q"Q=1,

711 T12 T1n
hiy hiz o hip] [911 Qa2 0 Gam] O 7"2:2 TZ:"
S I | R
_hm1 hmz hmn- 9m1 9m2 " 9mm 0 O 0

0 O 0

called the full QR decomposition

* Columns of Q are orthonormal vectors



REDUCED QR — DECOMPOQOSITION (m > n)

° Let Q = [Q]_I Qz],
Q, € R™™ with first n columns of Q
Q, € R™M=n) with the last (m — n) columns of Q
Ry
iy
R, € R™™ with first n columns of R

R, € R™M™" |s a zero matrix
R
* ThenH=QR=[Q,, Q,] [R;] = Q,R, called reduced QR decomposition
* Q}‘Ql = In



LINEAR LEAST SQUARE PROBLEM: Z = Hx

* r(x) = Z— Hx — residual

 f(x) = Ir@)I3 = 1Q"r()IZ = 1QT(Z — Hx)IIZ — (Q - orthogonal)
=11Q"Z — QT Hx||3

. Q17 = Q’{]Z: QlTZ]

Q3 Q;Z
o _ _ _ R1 _ R1X
Q'Hx = Q"QRx = Rx = [RJX = [ 0 ]

1) = [|QTZ — Ryx|[] + 10,2113



LEAST SQUARE SOLUTION — QR METHOD

2
* f(x) =[|QTZ — Ryx|[, + 11Q2ZI3

* Only the first term depends on x

* f(x) is a minimum when R x = Q¥Z

* Xs = R[l((ﬁZ) is obtained by solving an upper triangular system



QR DECOMPOSITION: m <n

*/=HXx, HER™™ m<n

e Then H" = QR as above, since n > m

R
with Q.= [Qy, Q;], R =| [, @, € R, Q, € Rrsto
2

R, € R™™and R, € R™™M js 3 zero matrix

e QiQ,=1_and H=R™Q"



LEAST SQUARE SOLUTION — QR METHOD (m < n)

* f(x) = |[r(x) |5 = (Z- R™Q'X)"(Z = R"Q"x)
=777 — 2Z'RTQ"x + x"(QRR™Q")x

e V.f(x) =-2QRZ + 2(QRR™Q")x =0

e V2f(x) = 2QRR™Q]

* X5 is the solution of: RRTQ'Q = RZ



FORM OF THE LEAST SQUARE SOLUTION

. v = Q'x Q1] Q1 x

Qz sz

R R.RT 0
-RRT+=[1] R{:0 =[11 ]

] l y;€ER™,y, € R

T
. [Rl(fl 8] K;] = [RaZ] => R,Rly, =R,Z, vy, is arbitrary

* Y, is obtained by solving a lower triangular system RlTy1 =7



THE LEAST SQUARE SOLUTION: m < n

Y1 Y1
e X=Qy= Q[yJ =[Q; Q,] [y2] = Quy; + Q,y;
* Since y, is arbitrary, there are infinitely many solutions

e Clearly, x,c = Q,y, = Q;(R{"Z)

° ||x||% = |Q13’1||% + ||Q23’2||% (Q1TO~1 =1 Q1TO~1 =Im)
= [ly1 5 + lly2ll5
> |ly1 115 = llxzsll3




SUMMARY: QR ALGORITHM

 Over determined case H E R™" m >n

 Step 1: Compute Q, € R™"and R; € R™" such that H = Q,R, using
Gramm-Schmidt orthogonalization method — See below

* Step 2: Compute Q1 Z

« Step 3: Solve upper triangular system R;x = Q1 Z and x,c = R{ " (Q{ Z)




SUMMARY: QR ALGORITHM

 Under determined case H E R™"™ m<n

* Step 1: Compute H' = Q,R; Q, € R™™and R; € R™™

» Step 2: Solve the lower triangular system Ry, =7

* Step 3: x5 = Quy; = Qu(Ry ' Z)




GRAMM- SCHMIDT ORTHOGONALIZATION

*letH=[h;, h,,..h ], h€R™,1<i<n, m>n
* Let the columns of are linearly independent

* FindQ=[q; 9, ... 9,], 9, €R™, 1 <i<nand{q;};—; is an orthogonal
system:

QiTq]' =01#]
= 1ifi=]
* Problem: Given {h;};=, find {g;};= with the above properties




ALGORITHM — AN IDEA

*Setq, = W'th rip = llhqllz and [lqq ]l =
*Setq, = ri[h2 —r;,d;] —2 unknowns: ry,, r,,
22

1
Thus, O =qr{QZ = _[th — 5]

Therefore, r,, = qih, and r, = ||h, = r;,q,||
* In general: j— unknowns (1<j<n)

i~ _[h Zl 1 rl]ql

Tjj
=> I = c-Th- 1<i<j-1

i = h - Zl 1rl]ql‘



QR — ALGORITHM - PSEUDO CODE

* Given {hy, h,, hy, ... h_}, h. € R™, m > n linearly independent
* Find {q,, 9,, O3, --- 9,}, h; € R™, orthonormal

Step 1: Repeat the following steps 2to 5 forj=1ton

Step 2:v; = h,

Step3:Fori=1toj-1

Compute: r; = qiThj

Step 4: Compute norm of v;: r; = [|v|

M
Step 5: qj = r_
J]




SINGULAR VALUE DECOMPOSITION - SVD

 Let H € R™" be of full rank
Grammians (m > n)

* H'HeR™" e HHT € Rmm

* Rank (H™H) =n * Rank (HHT) =m

* Symmetric * Symmetric

* Positive definite * Positive semi-definite

* Let (A, v;) be the n-eigenvalue eigenvector pair for H'H with
AN2A2..2A >0

* (HTH)v, = Ay, 1<i<n

*V =[v,V,, ..V, ], A=Diag[A;, A, ... \]

 \Vis orthogonal matrix, VIV = VVT =1

 (HTH)V = VA or (HTH) = VAVT



EIGENVALUES AND VECTORS OF HH'

* Define ui=\/%Hvi, uER™,1<j<n

* (HHMu. = (HHT)—Hv

Ny
- T
—\/A_iH(H H)v,
1
=\/_)TiH/1"V‘ = \/A_iHVi = Aiui

* Thus, (4;, u)), 1 <j < nare the eigenvectors of HH'

* The rest of (m-n) eigenvalues of (HH') are zeros



EIGENDECOMPOSTION OF HH'

* Set U= [u,, u,, ... u ] € R™"
1

*u. = \/TiHV‘ =>UA” = HV
» UTU= (HVA™”)T(HVA ™)

= ABVT(HTH)VA™

= N*VTVAN™”

=1 (because V'V =1)
 Columns of U are orthonormal



SVD OF H

1
* U = \/_TiHVi => Hv;= ui\/Z-

e HV =UA” or H =UA”\/" is called the SVD of H

PCI 0 |r..7
1 vy
0 A/ 0 ||vT
*H=[u, u,, ...u_] 2 2
. . . . .T
] O O A;/Z_ _vn_

*H= Z?=1 \/Tiuiv?

1
* A; are eigenvalues of H" and /1/2 are the singular values of H by definition



SVD BASED SOLUTION OF LEAST SQUARES

e Z=Hx, H€ R™"—full rank
 H=UA®VT, WT=VV =] UU=1
* f(x) = (Z - Hx)"(Z — Hx)

= (Z -UA”V'x)"(Z =UA”V'x)

= 777 — 27TUN*Vx + XT(VAVT)x
e 0 = V. f(x) = -2VA*UZ - 2(VAV")x
* X< is the solution of: (VAVT)x = VA*U'Z
* X,c= VA”U"Z



ALGORITHM - 5VD

* Given H € RMxn

STEP 1: Compute H = UA”VT

STEP 2: Compute U'Z — (rotation)

STEP 3: Compute y =A7"U"Z — (Scaling)

STEP 4: Compute x* = Vy — (rotation)




EXERCISES

13.1) Consider the matrix H € R*!® built using the 2-D bilinear
interpolation in Module 3.6

(a) Pick for pairs (a, b;), 1 <i< 4 of uniformly distributed random
numbers in range [0, 1]

(b) Compute the elements of the rows of H and verify that they add up
to1l

(c) Compute HH'
(d) Generate observation Z =75+ V, V. ~ N(0, o) for1<i<4



EXERCISES

13.2) Develop your own MATLAB program to do the following
(a) LU - decomposition

(b) Solving lower and upper triangular system

(c) Cholesy decomposition

(d) Gramm-Schmidt orthogonalization

(e) SVD



EXERCISES

13.3)

(a) Apply Cholesky decomposition to solve (HH")y = Z and compute
X.s = Hly

(b) Compute Z = Z — Hx,; and r(x,c) = Z - Z. Compute ||[r(x.J)ll,

13.4) Apply QR Decompostion to H using Gramm-Schmidt and slove the
resulting linear least square problem

13.5) Apply SVD to H and solve the resulting least square problem

13.6) Compare the norm of the residual r(x) = Z - Z computed using the
three methods
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